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Abstract
This paper considers the finite sample properties of the feasible generalized least square (FGLS) estimator for the random-effects model with non-normal errors. By using the asymptotic expansion, we study the effects of skewness and excess kurtosis on the bias and Mean Square Error (MSE) of the estimator. The numerical evaluation of our results is also presented.
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1 Introduction

In random-effects (error component) models when variances of the individual-specific effect and error term are unknown, feasible generalized least square (FGLS) is the standard way for estimation (Baltagi, 2001). For large sample size, FGLS has the same asymptotic efficiency as the GLS estimator when variances are known (Fuller and Battese, 1974). However, we deal with data sets of small and moderately large sample size in many situations and the disturbances are typically believed to be non-normally distributed.

Maddala and Mount (1973) provided a simulation study on the efficiency of slope estimators for a static one-way error component panel data model. They considered both normal and non-normal errors in simulations, where their non-normal errors are from lognormal distribution. It is found that maximum likelihood estimator performs as well as other types of FGLS estimators under both normal and lognormal errors in small samples and all estimators give equally well results. Baltagi (1981) investigated thoroughly various estimation and testing procedures in a static two-way error component model and extended many estimation results in one-way models to two-way models. Taylor (1980) examined the exact analytical small sample efficiency of FGLS estimator compared to between groups estimator and within groups estimator under the assumption of normality.
Despite of previous studies, there has been no analytical result on how non-normality affects the statistical properties of FGLS estimator in static panel data model when sample size is finite. Further, we note that the exact analytical result for the non-normal case is difficult to obtain and it needs the specification of the form of the non-normal distribution. This paper gives the large-n (fixed T) approximate analytical result of finite sample behavior of FGLS with non-normal disturbances. We derive the approximate bias, up to $O(1/n)$, and the mean square error (MSE), up to $O(1/n^2)$, of the FGLS estimator in a static regression model under the assumption that the first four moments of the errors are finite. For the case of dynamic panel, the finite sample properties has been studied in several papers through simulation, for example, Nerlove (1967, 1971), Arellano and Bond (1991), and Kiviet(1995), and they are not directly related to the static case studied in this paper.

The paper is organized as follows. Section 2 gives the main results. Section 3 are detailed proofs. Some numerical results are given and discussed in Section 4. Section 5 provides the conclusion.
2 Main Results

Let us consider the following random effect model,

\[ y_{it} = x_{it}\beta + w_{it}, \]  \hspace{1cm} (2.1)

\[ w_{it} = \alpha_i + u_{it}, \quad i = 1, \ldots, n, t = 1, \ldots, T, \]

where \( y_{it} \) is the dependent variable, \( x_{it} \) is an \( 1 \times k \) vector of exogenous variables, \( \beta \) is a \( k \times 1 \) coefficient vector and the error \( w_{it} \) consists of a time-invariant random component, \( \alpha_i \), and a random component \( u_{it} \). We can also write the above model in a vector form as

\[ y = \begin{bmatrix} Xz + w, \end{bmatrix} \]  \hspace{1cm} (2.2)

\[ w = \begin{bmatrix} D\alpha + u, \end{bmatrix} \]

\[ D = \begin{bmatrix} I_n \otimes \nu_T, \end{bmatrix} \]

where \( y \) is \( nT \times 1 \), \( X \) is \( nT \times k \), \( w \) is \( nT \times 1 \), \( \alpha \) is \( n \times 1 \), \( I_n \) is an identity matrix of dimension \( n \), and \( \nu_T \) is \( T \times 1 \) with all elements equal to one.
We assume both \( \alpha_i \) and \( u_{it} \) are i.i.d. and mutually independent and

\[
E\alpha_i = 0, \quad E\alpha_i^2 = \sigma_\alpha^2, \quad E\alpha_i^3 = \sigma_\alpha^3\gamma_{1\alpha}, \quad E\alpha_i^4 = \sigma_\alpha^4(\gamma_{2\alpha} + 3), \tag{2.3}
\]

\[
E\alpha_i\alpha_j = \begin{cases} 
\sigma_\alpha^2 & \text{if } i = j, \\
0 & \text{if } i \neq j,
\end{cases}
\]

\[
Eu_{it} = 0, \quad Eu_{it}^2 = \sigma_u^2, \quad Eu_{it}^3 = \sigma_u^3\gamma_{1u}, \quad Eu_{it}^4 = \sigma_u^4(\gamma_{2u} + 3),
\]

\[
Eu_{it}u_{js} = \begin{cases} 
\sigma_u^2 & \text{if } i = j, t = s, \\
0 & \text{otherwise},
\end{cases}
\]

\[
E\alpha_ix_{it} = Eu_{js}x_{it} = 0, \quad i, j = 1, \ldots, n \text{ and } s, t = 1, \ldots, T,
\]

where \( \gamma_{1\alpha}, \gamma_{1u} \) and \( \gamma_{2\alpha}, \gamma_{2u} \) are Pearson’s measures of skewness and kurtosis of the distribution.

The variance-covariance matrix of \( w \) can be written as

\[
Eww' = \sigma_u^2(Q + \lambda^{-1}Q) \tag{2.4}
\]

\[
= \sigma_u^2\Omega^{-1},
\]

where \( Q = I_{nT} - \hat{Q}, \quad \hat{Q} = DD'/T, \lambda = \sigma_u^2/\sigma_\eta^2 \) and \( \sigma_\eta^2 = \sigma_u^2 + T\sigma_\alpha^2, \) \( 0 < \lambda \leq 1.\)
Obviously, we have the following properties of $Q$ and $\tilde{Q}$:

\[ Q^2 = Q, \ \tilde{Q}^2 = \tilde{Q}, Q\tilde{Q} = 0, \text{ and } \Omega = Q + \lambda \tilde{Q} = I_n - (1 - \lambda)\tilde{Q}. \] (2.5)

The generalized least square (GLS) estimator of $\beta$ when the variances of $u_{it}$ and $\alpha_i$ are known is given by

\[ \hat{\beta}_{GLS} = (X'\Omega X)^{-1}X'y. \] (2.6)

When the variances of $u_{it}$ and $\alpha_i$ are unknown, then feasible GLS estimator is used by replacing $\Omega$ with its estimator, $\hat{\Omega}$,

\[ \hat{\beta}_{FGLS} = (X'\hat{\Omega} X)^{-1}X'\hat{\Omega}y, \] (2.7)

where

\[ \hat{\Omega} = Q + \hat{\lambda} \tilde{Q}, \] (2.8)

\[ \hat{\sigma}_u^2 = \frac{u'(Q - QX(X'QX)^{-1}X'Q)u}{n(T - 1) - k}, \] (2.9)

\[ \hat{\sigma}_\eta^2 = \frac{w'(\tilde{Q} - \tilde{Q}X(X'\tilde{Q}X)^{-1}X'\tilde{Q})w}{n - k}, \] (2.10)

\[ \hat{\lambda} = \frac{\hat{\sigma}_u^2}{\hat{\sigma}_\eta^2}. \] (2.11)
By expanding the terms in (2.8)-(2.11) and plugging them into (2.7), we obtain the analytical expression of the second-order bias and mean square error for $\hat{\beta}_{FGLS}$. The detailed proofs are given in Section 3 and we give the main result in the following theorem.

**Theorem 2.1.** Under assumption (2.3) the large-sample asymptotic approximations for the bias vector $E(\hat{\beta}_{FGLS} - \beta)$ up to $O(n^{-1})$ and mean square error matrix $E \left( (\hat{\beta}_{FGLS} - \beta)(\hat{\beta}_{FGLS} - \beta)' \right)$ up to $O(n^{-2})$ are given by

$$
\text{Bias} = \frac{\lambda(1 - \lambda)}{n^2} \left( \sigma_u \gamma_{1u} - \sigma_{\alpha} \gamma_{1\alpha} \right) (A^{-1} - \lambda A^{-1} BA^{-1}) X' \iota_n T,
$$

$$
MSE = \sigma^2_u (X' \Omega X)^{-1} + \frac{\lambda \sigma^2_u}{n^2} \left[ \frac{2T}{T - 1} - \frac{\gamma_{2u}}{T} (1 - \lambda)^2 - \gamma_{2\alpha} (1 - \lambda)^2 \right] \Delta + C + \frac{C'}{n},
$$

where $\iota_n T$ is an $nT \times 1$ vector of ones, $A = \frac{1}{n} X' \Omega X$, $B = \frac{1}{n} X' \bar{Q} X$, $\Delta = A^{-1} (B - \lambda B A^{-1} B) A^{-1}$, and

$$
C = \frac{\lambda \sigma^2_u}{n} A^{-1} X' \Omega \sqrt{n} \left( I \odot \bar{Q} X \left( X' \bar{Q} X \right)^{-1} X' \bar{Q} \right) 
$$

$$
- \frac{\gamma_{2u}}{T - 1} \left( I \odot Q X \left( X' Q X \right)^{-1} X' Q \right)
$$

$$
+ \frac{\gamma_{2\alpha} (1 - \lambda)^2}{\lambda T^2} D \left( I \odot D X \left( X' \bar{Q} X \right)^{-1} X' D \right) D' P_1 A^{-1},
$$

in which $P_1 = (X' \bar{Q} - BA^{-1} X' \Omega) / \sqrt{n}$.

The proof of Theorem 2.1 is given in Section 3. When errors are normally
distributed, $\gamma_{1\alpha} = \gamma_{2\alpha} = \gamma_{1u} = \gamma_{2u} = 0$ and we get

**Corollary 2.1.** Under assumption (2.3), when the errors are normally distributed, the large-sample asymptotic approximations for the bias vector $E(\hat{\beta}_{FGLS} - \beta)$ up to $O(n^{-1})$ and mean square error matrix $E \left( (\hat{\beta}_{FGLS} - \beta)(\hat{\beta}_{FGLS} - \beta)' \right)$ up to $O(n^{-2})$ are given by

$$
\text{Bias} = 0,
$$

$$
\text{MSE} = \sigma_u^2 (X'\Omega X)^{-1} + \frac{2\lambda \sigma_u^2 T}{n^2(T-1)} \Delta.
$$

If the non-normality comes from $\alpha_i$, not from $u_{it}$, then $\gamma_{1u} = \gamma_{2u} = 0$ and we have

**Corollary 2.2.** Under assumption (2.3), when only $\alpha_i$ is non-normally distributed, the large-sample asymptotic approximations for the bias vector $E(\hat{\beta}_{FGLS} - \beta)$ up to $O(n^{-1})$ and mean square error matrix $E \left( (\hat{\beta}_{FGLS} - \beta)(\hat{\beta}_{FGLS} - \beta)' \right)$ up to $O(n^{-2})$ are given by

$$
\text{Bias} = -\frac{\lambda(1 - \lambda)\sigma_u\gamma_{1\alpha}}{n^2} (A^{-1} - \lambda A^{-1}BA^{-1})X'\ell_{nt},
$$

$$
\text{MSE} = \sigma_u^2 (X'\Omega X)^{-1} + \frac{2\lambda \sigma_u^2 T}{n^2(T-1)} \gamma_{2\alpha} (1 - \lambda)^2 \Delta + \frac{F}{n} + \frac{F'}{n},
$$

where $F = \frac{\lambda \sigma_u^2}{n} A^{-1} X'\Omega \sqrt{n} \left[ \frac{\gamma_{2\alpha}(1 - \lambda)^2}{\lambda T^2} D \left( I \otimes DX(X'\bar{Q}X)^{-1} X'D \right) D' \right] P_1'^{-1} A^{-1}$.  

Similarly, if the non-normality comes only from $u_{it}$, then $\gamma_{1\alpha} = \gamma_{2\alpha} = 0$ and we have

**Corollary 2.3.** Under assumption (2.3), when only $u_{it}$ is non-normally distrib-
uted, the large-sample asymptotic approximations for the bias vector $E(\hat{\beta}_{FGLS} - \beta)$ up to $O(n^{-1})$ and mean square error matrix $E((\hat{\beta}_{FGLS} - \beta)(\hat{\beta}_{FGLS} - \beta)'$ up to $O(n^{-2})$ are given by

$$
\text{Bias} = \frac{\lambda (1 - \lambda) \sigma_u \gamma_{1u}}{n^2 T} (A^{-1} - \lambda A^{-1} B A^{-1}) X' l_{nT},
$$

$$
\text{MSE} = \sigma_u^2 (X' \Omega X)^{-1} + \frac{\lambda \sigma_u^2}{n^2 T} \left[ - \frac{\gamma_{2u}}{T} (1 - \lambda)^2 \Delta + \frac{G}{n} + \frac{G'}{n} \right],
$$

where

$$
G = \frac{\lambda \sigma_u^2}{n} A^{-1} \frac{X' \Omega}{\sqrt{n}} \left[ \lambda \gamma_{2u} \left( I \otimes \tilde{Q} X \left( X' \tilde{Q} X \right)^{-1} X' \tilde{Q} \right) ight. \\
- \frac{\gamma_{2u}}{T - 1} \left( I \otimes Q X \left( X' Q X \right)^{-1} X' \tilde{Q} \right) \left] P_1 A^{-1} \right.
$$

We note that the asymptotic MSE of $\hat{\beta}_{FGLS}$ is given by $\sigma_u^2 (X' \Omega X)^{-1}$. The following remarks follow from the results in Theorem 2.1 and Corollary 2.1.

**Remark 2.1.** The Bias depends only on skewness coefficient. Bias is zero if $\lambda = 1$ or $\lambda = 0$, where $\lambda = 1$ implies $\sigma_\alpha^2 = 0$ and $\lambda = 0$ implies $\sigma_u^2 = 0$. Also note that for symmetric distributions, $\gamma_{1\alpha} = \gamma_{1u} = 0$, or for distributions satisfying $\gamma_{1u} / \gamma_{1\alpha} = T \sigma_\alpha / \sigma_u$, Bias is zero. Consider the term

$$
A^{-1} - \lambda A^{-1} B A^{-1} = A^{-1} (I_{nT} - \lambda B) A^{-1} \\
= \left( \frac{X' \Omega X}{n} \right)^{-1} (X' Q X) \left( \frac{X' \Omega X}{n} \right)^{-1} \geq 0.
$$
Thus $A^{-1} - \lambda A^{-1} BA^{-1}$ is a positive semidefinite matrix. Therefore, provided $X'TnT \geq 0$,

\[
\begin{align*}
\text{Bias} & \geq 0 \quad \text{if } \frac{\gamma_{1u}}{\gamma_{1\alpha}} \geq \frac{T\sigma_{\alpha}}{\sigma_{u}}, \\
\frac{\partial \text{Bias}}{\partial \gamma_{1u}} & \geq 0, \quad \frac{\partial^2 \text{Bias}}{\partial \gamma_{1\alpha}} \leq 0, \quad \text{and} \quad \frac{\partial^3 \text{Bias}}{\partial \gamma_{1u} \partial \gamma_{1\alpha}} = 0.
\end{align*}
\]

For the nature of decreasing slope of bias with respect to $\gamma_{1\alpha}$, see Tables 4.1 to 4.3. This Bias direction does not hold, that is bias direction is not determined, if each element of $X'TnT$ is not positive or negative.

**Remark 2.2.** Under certain restrictions, there are also some monotonic relations between the Bias and the variances of the error components. Consider the Bias expression in Corollary 2.2, where only $\alpha$ is non-normally distributed. For simplicity, let $k = 1$ and $H = (X'QX)(X'\Omega X/n)^{-1}$. The derivative of the Bias w.r.t. $\sigma_{\alpha}^2$ gives

\[
\frac{\partial \text{Bias}}{\partial \sigma_{\alpha}^2} = -\frac{\gamma_{1\alpha}}{n^2} \left[ H \frac{\partial \lambda (1 - \lambda) \sigma_{\alpha}}{\partial \sigma_{\alpha}^2} + \lambda (1 - \lambda) \sigma_{\alpha} \frac{\partial H}{\partial \sigma_{\alpha}^2} \right] X'T,
\]
where

\[
\partial \lambda (1 - \lambda) \frac{\sigma_a}{\partial \sigma_a^2} = 2\sigma_a^{-1}\lambda (1 - \lambda) (4\lambda - 1) \geq 0 \text{ if } \lambda \geq 1/4
\]
\[
< 0 \text{ if } \lambda < 1/4
\]
\[
\partial H/\partial \sigma_a^2 = 2n^{-1}T\sigma_a^{-2}\lambda^2 (X'QX) (X'\Omega X/n)^{-3} (X'QX) \geq 0.
\]

For \(X'\ell > 0\), if \(\gamma_{1\alpha} < 0\), Bias is an increasing function of \(\sigma_a^2\) when \(\lambda \geq 1/4\). When \(\lambda < 1/4\), the monotonicity is not determined.

Similar result holds for \(\partial Bias/\partial \sigma_a^2\). For \(X'\ell > 0\), if \(\gamma_{1u} < 0\), it is found that Bias is an increasing function of \(\sigma_u^2\) when \(\lambda > 3/4\). When \(\lambda \leq 3/4\), the monotonicity is again not determined.

**Remark 2.3.** Under the non-normality of errors, the MSE depends only on kurtosis. The approximate MSE for normal distribution is greater than or equal to asymptotic MSE, i.e.

\[
\sigma_u^2(X'QX)^{-1} + \frac{2\lambda\sigma_a^2 T}{n^2(T - 1)} \geq \sigma_u^2(X'QX)^{-1}.
\]

The results for approximate MSE result under both normal and non-normal errors in Tables 4.1 to 4.7 suggest that the asymptotic MSE results are generally the same as the approximate MSE results for moderately large samples, at least up to
3 Derivation

Proof of Theorem 2.1. The expansion of the bias vector follows directly from the expansion of $\hat{\beta}_{FGLS}$ around its true value, $\beta$. From (2.7) we know that the expansion of $\hat{\beta}_{FGLS}$ requires the expansion of $\hat{\lambda}$, which further involves the expansion of $\hat{\sigma}_u^2$ and $\hat{\sigma}_\eta^2$. Let us start with the Taylor series expansion of $\hat{\sigma}_u^2$ and $\hat{\sigma}_\eta^2$. From (2.9), we have

$$\hat{\sigma}_u^2 = \frac{u'Qu - u'QX(X'QX)^{-1}X'Qu}{n(T-1) - k}$$

$$= \frac{1}{n(T-1)} \left[ 1 - \frac{k}{n(T-1)} \right]^{-1} \left[ \sigma_u^2 n(T-1) \left( 1 + \frac{v_u}{\sqrt{n}} \right) - \sigma_u^2 v_u^* \right]$$

$$= \frac{1}{n(T-1)} \left[ 1 + \frac{k}{n(T-1)} + \frac{k^2}{n^2(T-1)^2} + \cdots \right]$$

$$\cdot \left[ \sigma_u^2 n(T-1) \left( 1 + \frac{v_u}{\sqrt{n}} \right) - \sigma_u^2 v_u^* \right]$$

$$= \sigma_u^2 \left[ 1 + \frac{v_u}{\sqrt{n}} + \frac{k - v_u^*}{n(T-1)} \right] + O_p(n^{-3/2}), \quad (3.1)$$
where

\[ v_u = \sqrt{n} \left( \frac{u'Qu}{n(T-1)\sigma_u^2} - 1 \right), \quad (3.2) \]

\[ v_u^* = u'QX(X'QX)^{-1}XQu/\sigma_u^2. \quad (3.3) \]

Both \( v_u \) and \( v_u^* \) are \( O_p(1) \). Similarly, we define other \( O_p(1) \) terms frequently used in the proof,

\[ v_{\alpha} = \sqrt{n} \left( \alpha'\alpha\sigma_\alpha^{-2}n^{-1} - 1 \right), \quad (3.4) \]

\[ \epsilon_u = \sqrt{n} \left( u'\tilde{Q}u\sigma_u^{-2}n^{-1} - 1 \right), \quad (3.5) \]

\[ v_{\alpha}^* = \alpha'D'X(X'QX)^{-1}X'D\alpha/\sigma_\eta^2, \quad (3.6) \]

\[ \epsilon_u^* = u'\tilde{Q}X(X'\tilde{Q}X)^{-1}X'\tilde{Q}u/\sigma_\eta^2, \quad (3.7) \]

\[ v_{\alpha u} = \frac{u'D\alpha}{\sqrt{n}\sigma_\eta^2}, \quad (3.8) \]

\[ v_{\alpha u}^* = \alpha'D'X(X'\tilde{Q}X)^{-1}X'\tilde{Q}u/\sigma_\eta^2, \quad (3.9) \]

For \( \sigma_\eta^2 \), we have

\[ u'\tilde{Q}w = \alpha'D'\tilde{Q}D\alpha + u'\tilde{Q}u + 2u'\tilde{Q}D\alpha \]

\[ = nT\sigma_\alpha^2 \left( 1 + v_\alpha/\sqrt{n} \right) + n\sigma_\alpha^2 \left( 1 + \epsilon_\alpha/\sqrt{n} \right) + 2\sqrt{n}\sigma_\eta^2 v_{\alpha u} \]
\[ w' \bar{Q}X (X' \bar{Q}X)^{-1} X' \bar{Q} w = \sigma_\eta^2 (v_\alpha^* + \epsilon_u^* + 2v_{\alpha u}^*) \].

(3.11)

\[ \hat{\sigma}_\eta^2 = \sigma_\eta^2 \left[ 1 + \frac{(1 - \lambda) v_\alpha + \lambda \epsilon_u + 2v_{\alpha u}}{\sqrt{n}} + \frac{k - (v_\alpha^* + \epsilon_u^* + 2v_{\alpha u}^*)}{n} \right] + O_p(n^{-3/2}). \]

(3.12)

Using (3.1) and (3.12), it can be verified that

\[ \hat{\lambda} = \lambda \left[ 1 + \frac{f}{\sqrt{n}} + \frac{f^* - f v_u + f^2}{n} \right] + O_p(n^{-3/2}), \]

(3.13)

where

\[ f = v_u - (1 - \lambda) v_\alpha - \lambda \epsilon_u - 2v_{\alpha u} \]

(3.14)

\[ f^* = v_\alpha^* + \epsilon_u^* + 2v_{\alpha u}^* - v_u^*/(T - 1) - k(T - 2)/T \]

(3.15)
Multiplying both sides of (3.13) by $\sqrt{n}$ and rearranging the equation gives

$$\sqrt{n}(\hat{\lambda} - \lambda) = \lambda f + \lambda \left( f^* - f v_u + f^2 \right) / \sqrt{n} + O_p(n^{-1}). \tag{3.16}$$

Now define

$$\delta = \sqrt{n}(\hat{\lambda} - \lambda) \tag{3.17}$$

so that $\delta^2 = \lambda^2 f^2 + O_p(n^{-1/2})$. Using the above definition, we have

$$\hat{\Omega} = \Omega + \bar{Q}\delta / \sqrt{n}, \tag{3.18}$$

$$X'\hat{\Omega}X/n = A + B\delta / \sqrt{n}. \tag{3.19}$$

Now plug (3.18) and (3.19) into (2.7) and multiply both sides by $\sqrt{n}$ we have

$$\sqrt{n}(\hat{\beta}_{GLS} - \beta) = \left( A + B\delta / \sqrt{n} \right)^{-1} \left[ X'(\Omega + \bar{Q}\delta / \sqrt{n})w / \sqrt{n} \right] \tag{3.20}$$

$$= A^{-1} \left( X'\Omega w / \sqrt{n} \right) + A^{-1} P_1 w\delta / \sqrt{n} + A^{-1} P_2 w\delta^2 / n,$$

where $P_1$ is as given in Theorem 2.1 and $P_2 = -BA^{-1}P_1$. It can be easily verified that $Q_{t_{nT}} = t_{nT}$, $P_1X = P_2X = 0$, $P_1t_{nT} = (X' - \lambda BA^{-1}X')t_{nT}/\sqrt{n}$, $P_1\bar{Q}X/\sqrt{n} = B - \lambda BA^{-1}B$, and $P_1QX/\sqrt{n} = -P_1QX/\sqrt{n}$. 
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Then using (3.17) we get

\[
\sqrt{n}(\hat{\beta}_{FGLS} - \beta) = \xi_0 + \xi_{-1/2} + \xi_{-1} + O_p(n^{-3/2}),
\]

(3.21)

where

\[
\xi_0 = A^{-1} \left( X' \Omega w / \sqrt{n} \right), \quad \xi_{-1/2} = \lambda A^{-1} P_1 w_f / \sqrt{n},
\]

\[
\xi_{-1} = \lambda^2 A^{-1} P_2 w_f^2 / n + \lambda A^{-1} P_1 w (f^* - f_v + f^2) / n.
\]

Taking expectation of (3.21) to obtain the bias vector up to \(O_p(n^{-1/2})\)

\[
E \left[ \sqrt{n}(\hat{\beta}_{FGLS} - \beta) \right] = E\xi_0 + E\xi_{-1/2}
\]

\[
= \lambda A^{-1} P_1 E(w_f) / \sqrt{n}.
\]

(3.22)

It is easy to verify that \(E\xi_0 = 0\). Now let us evaluate \(E(w_f) = E(D\alpha + u)f = DE(\alpha f) + E(uf)\). From (3.14) we get

\[
DE(\alpha f) = DE \left[ \sigma_u^{-2} u' \left( Q / (T - 1) - \lambda \hat{Q} \right) u\alpha / \sqrt{n} - (1 - \lambda) \sigma_\alpha^{-2} \alpha' \alpha \alpha / \sqrt{n}
\]

\[
- 2\sigma_\eta^{-2} u' D \alpha \alpha / \sqrt{n} \right]
\]
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\[
\begin{align*}
\mathbb{E}(u f) &= E[u (v_u - \lambda \epsilon_u)] \\
&= \sigma_u^2 \left[ E(u' u) / (T - 1) - \frac{\lambda (T - 1)}{T - 1} E(u' \tilde{Q} u) \right] / \sqrt{n} \\
&= \gamma_{1u} \sigma_u (1 - \lambda) T^{-1} n^{-1/2} t_{nT}. \quad (3.24)
\end{align*}
\]

Combine (3.23) and (3.24) we have

\[
\mathbb{E}(w f) = (1 - \lambda) (\gamma_{1u} \sigma_u / T - \gamma_{1a} \sigma_a) t_{nT} / \sqrt{n}. \quad (3.25)
\]

Hence substituting (3.25) in (3.22) we get the bias result in *Theorem 2.1*.

The mean square error matrix up to order \(O(n^{-1})\) is

\[
\begin{align*}
\mathbb{E} \left[ n(\hat{\beta}_{FGS} - \beta)(\hat{\beta}_{FGS} - \beta)' \right] &= E (\xi_0 \xi_0') + E (\xi_0 \xi_{-1/2}') + E (\xi_{-1/2}' \xi_0) \\
&\quad + E (\xi_{-1/2}' \xi_{-1/2}) \\
&\quad + E (\xi_0 \xi_{-1} + \xi_{-1} \xi_0') \quad \text{.} \quad (3.26)
\end{align*}
\]
where from (3.21) we have

\[
E(\xi_0') = n \sigma_u^2 (X'QX)^{-1},
\]
\[
E(\xi_0' - \frac{1}{2}) = \lambda A^{-1} X'\Omega E(wu' f) P_1' A^{-1} / n,
\]
\[
E(\xi_{-1}' - \frac{1}{2}) = \lambda^2 A^{-1} P_1 E(wu' f^2) P_1' A^{-1} / n,
\]
\[
E(\xi_{-1}' - 1) = \lambda^2 A^{-1} (X'\Omega/\sqrt{n}) E(wu' f^2) P_2' A^{-1} / n
\]
\[+ \lambda A^{-1} (X'\Omega/\sqrt{n}) E((f^* - f v_e + f^2) uu') P_1' A^{-1} / n.\]

Consider the expectation

\[
E(wu' f) = DE(f\alpha') D' + DE(f\alpha') D' + E(fu' D') + E(\beta uu'), \quad (3.27)
\]

where

\[
E(f\alpha') = E(u' (Q/(T-1) - \lambda Q) u \sigma_u^{-2} / \sqrt{n}) E(\alpha' \alpha')
\]
\[= (1 - \lambda) \alpha^2 E(\alpha' \alpha' / \sqrt{n})
\]
\[= (1 - \lambda) (2 + \gamma_2 \sigma_\alpha^2 I_n / \sqrt{n},
\]
\[
E(fu') = -2 \sigma_\eta^{-2} E(\alpha' \alpha') D'E(uu') / \sqrt{n}
\]
\[= -2 \lambda \sigma_\alpha^2 \sigma_\eta^{-2} D' / \sqrt{n}.
\]
\[ E (f u \alpha') = -2 \lambda \sigma_{\alpha}^2 \sigma_{\eta}^{-2} D / \sqrt{n}, \]
\[ E(f u u') = \sigma_{u}^{-2} E [u' (Q / (T - 1) - \lambda \bar{Q}) u \cdot uu'] / \sqrt{n} \]
\[ - (1 - \lambda) \sigma_{\alpha}^{-2} E (\alpha \alpha') E (uu') / \sqrt{n} \]
\[ = \sigma_{u}^2 [(1 - \lambda) \gamma_{2u} I_{nT} / T \]
\[ + 2 (T - 1) Q - 2 \lambda \bar{Q}] / \sqrt{n}. \]

Now substitute these four terms into \( E (wu'f) \), and we get

\[ E (wu'f) = \sigma_{u}^2 [(1 - \lambda) \gamma_{2u} I_{nT} / T - (1 - \lambda) \gamma_{2u} \bar{Q} / \lambda] + 2Q / (T - 1) \]
\[ - 2 \bar{Q} / \lambda] / \sqrt{n}. \]  

Next let us define \( Z_u = u / \sigma_u, Z_\alpha = \alpha / \sigma_\alpha \), and the first four moments of the elements of \( Z_u \) and \( Z_\alpha \) are given in the Appendix. Then

\[ E (wu'f^2) = DE (f^2 \alpha \alpha') D' + DE (f^2 \alpha u') + E (f^2 u \alpha') D' + E (f^2 uu'). \]

(3.29)
Consider the first term on the right-hand side of (3.29) we note that

\[
E (\alpha' f'^2) = E \left[ \alpha \alpha' \left( v_u^2 + (1 - \lambda)^2 v_\alpha^2 + \lambda^2 \varepsilon_u^2 + 4v_{\alpha u}^2 - 2(1 - \lambda) v_u \varepsilon_u \right) \right]
\]
\[
+ E \left[ \alpha \alpha' \left( -2\lambda v_u \varepsilon_u - 4v_u v_{\alpha u} + 2\lambda (1 - \lambda) \varepsilon_u \right) \right]
\]
\[
+ E \left[ \alpha \alpha' \left( 4(1 - \lambda) v_u v_{\alpha u} + 4\lambda \varepsilon_u v_{\alpha u} \right) \right]
\]
\[
= \sigma_u^2 I_n E \left( v_u^2 + \lambda^2 \varepsilon_u^2 - 2\lambda v_u \varepsilon_u \right) + E \left[ \alpha \alpha' \left( -4v_u v_{\alpha u} + 4\lambda \varepsilon_u v_{\alpha u} \right) \right]
\]
\[
+ E \left[ \alpha \alpha' \left( 4v_{\alpha u}^2 - 2(1 - \lambda) v_u v_{\alpha} + 2\lambda (1 - \lambda) \varepsilon_u \right) \right]
\]
\[
+ E \left[ \alpha \alpha' \left( 1 - \lambda \right)^2 v_\alpha^2 \right] + 4(1 - \lambda) E \left[ \alpha \alpha' v_u v_{\alpha u} \right]
\]
\[
= I + II + III + IV + V, \quad (3.30)
\]

where

\[
I = \sigma_\alpha^2 I_n E (v_u - \lambda \varepsilon_u)^2
\]
\[
= n \sigma_\alpha^2 I_n E \left[ Z_u' \left( Q / (T - 1) - \lambda \bar{Q} \right) Z_u / n - (1 - \lambda) \right]^2
\]
\[
= \sigma_\alpha^2 I_n \left[ \gamma_{2u} (1 - \lambda)^2 / T + 2 / (T - 1) + 2\lambda^2 \right]
\]
\[ II = -4E \left[ \alpha \alpha' v_{\alpha u} (v_u - \lambda \epsilon_u) \right] \]
\[ = -4 \frac{\sigma_u}{\sigma_{\eta}} E_{\alpha} \left[ \alpha \alpha' \cdot \alpha' D' E Z_{\alpha} (Z_u \cdot Z_u' (Q / (T - 1) - \lambda \bar{Q}) Z_u / n) \right] \]
\[ = -4 (1 - \lambda) \gamma_{1u} \gamma_{1\alpha} \sigma_{\alpha} \sigma_{\eta}^2 \sigma_{\eta}^{-2} I_n / n = O \left( n^{-1} \right) , \]
\[ III = E \left[ \alpha \alpha' \left( 4v_{\alpha u}^2 - 2 (1 - \lambda) v_{\alpha} (v_u - \lambda \epsilon_u) \right) \right] \]
\[ = E \left[ \alpha \alpha' \left( 4 (u'D \alpha \sigma_{\eta}^2 / \sqrt{n})^2 - 2 (1 - \lambda) n \left( \alpha \alpha' \sigma_{\alpha}^2 / n - 1 \right) \right. \right. \]
\[ \cdot \left. \left. u' (Q/T - 1 (T - 1) - \lambda \bar{Q}) u \sigma_{\eta}^{-2} / n - (1 - \lambda) \right) \right] \]
\[ = 4 \lambda (1 - \lambda) \sigma_{\alpha}^2 I_n + O \left( n^{-1} \right) , \]
\[ IV = E \left[ \alpha \alpha' (1 - \lambda)^2 n \left( \alpha' \alpha \sigma_{\alpha}^2 / n - 1 \right)^2 \right] \]
\[ = (1 - \lambda)^2 \sigma_{\alpha}^2 E \left[ Z_{\alpha} Z_{\alpha}' \left( (Z_{\alpha}' Z_{\alpha})^2 / n - 2 Z_{\alpha} Z_{\alpha}' + n \right) \right] \]
\[ = (1 - \lambda)^2 \sigma_{\alpha}^2 (\gamma_{2\alpha} + 2) I_n , \]
\[ V = 0. \]

Substitute the above five results in (3.30), we have

\[ DE \left( \alpha \alpha' f^2 \right) D' = T \sigma_{\alpha}^2 \left[ (1 - \lambda)^2 (\gamma_{2u}/T + \gamma_{2\lambda}) + 2T / (T - 1) \right] \bar{Q}. \] (3.31)
In the second term on the right hand side of (3.29)

\[ E(\alpha u' f^2) = E[\alpha u' (v_u - \lambda \epsilon_u)^2] - 4E[\alpha u' v_{\alpha u} (v_u - \lambda \epsilon_u)] + E[\alpha u' (4v_{\alpha u}^2 - 2(1 - \lambda) v_{\alpha} (v_u - \lambda \epsilon_u))] + E[\alpha u' (1 - \lambda)^2 v_{\alpha}^2] + 4(1 - \lambda) E(\alpha u' v_{\alpha} v_{\alpha u}), \quad (3.32) \]

where

\[ I = 0, \]

\[ II = -4E[\alpha u'u'D\alpha (u' (Q/(T - 1) - \lambda \bar{Q}) u/s^2/n - (1 - \lambda))]/s^2 \]

\[ = -4\sigma_2^2\sigma_1^2 D'E[Z_u Z'_u (Z'_u (Q/(T - 1) - \lambda \bar{Q}) Z_u/n - (1 - \lambda))] /s^2 \]

\[ = -4\sigma_2^2\sigma_1^2 D' \left[ \gamma_{2u} (1 - \lambda) I_n T n^{-1} T^{-1} + 2 (Q/(T - 1) - \lambda \bar{Q}) /n \right] /s^2 \]

\[ = O(n^{-1}), \]

\[ III = E[\alpha u' (4u'D\alpha' D'u/s^2/n - 2(1 - \lambda)n (\alpha \alpha' \sigma_1^2/n - 1) \cdot (u' (Q/(T - 1) - \lambda \bar{Q}) u/s^2/n - (1 - \lambda)))] \]

\[ = O(n^{-1}), \]

\[ IV = 0, \]
\[ V = 4 (1 - \lambda) E \left[ \alpha u' \left( \alpha \sigma_\alpha^2 / n - 1 \right) u' D \sigma_\eta^2 \right] \]
\[ = 4 (1 - \lambda) \sigma_u^2 \sigma_\eta^2 E \left[ \alpha u' \left( \alpha \sigma_\alpha^2 / n - 1 \right) \right] D' \]
\[ = 4 (1 - \lambda) \sigma_u^2 \sigma_\alpha^2 \sigma_\eta^2 \left( \gamma_2 \sigma_\lambda \sigma_\theta \sigma_\eta \sigma_\eta \sigma_\eta \right) \frac{1}{n} \frac{1}{n - 1} \frac{1}{n - 2/2} \frac{1}{n - \lambda} \frac{D'}{D} = O(n^{-1}). \]

Substitute above five results into (3.32) and we get
\[
E (\alpha u' f^2) = O(n^{-1}). \tag{3.33}
\]

The fourth term on the right-hand side of (3.29) is
\[
E (f^2 u u') = E \left[ u u' (v_u - \lambda \epsilon_u)^2 \right] - 4E \left[ u u' (v_{uu} (v_u - \lambda \epsilon_u)) \right] \]
\[ + E \left[ u u' (4 v_{uu}^2 - 2 (1 - \lambda) v_{uu} (v_u - \lambda \epsilon_u)) \right] \]
\[ + E \left[ u u' \left( (1 - \lambda) v_{uu} \right) \right] + 4E \left[ u u' \left( (1 - \lambda) v_{uu} \right) \right] \]
\[ = I + II + III + IV + V, \tag{3.34}
\]

where
\[
I = E \left[ u u' n \left( u' (Q / (T - 1) - \lambda \bar{Q}) u \sigma_u^2 / n - (1 - \lambda) \right)^2 \right] \]
\[ = \sigma_u^2 E \left[ n^{-1} Z_u Z_{u'} \left( (Z_u' (Q / (T - 1) - \lambda \bar{Q}) Z_u)^2 \right) \right]
\]
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\[-2n (1 - \lambda) Z_u' (Q / (T - 1) - \lambda \bar{Q}) Z_u + n^2 (1 - \lambda)^2 \]
\[= \sigma_u^2 [(1 - \lambda)^2 \gamma_{2u} / T + 2 (1 / (T - 1) + \lambda^2)] I_{nT},\]

\[II = 0,\]

\[III = 4\sigma_u^2 \sigma_\eta^{-4} E (uu' \cdot u'DD'u) / n\]
\[= 4\sigma_u^2 \sigma_\eta^{-4} T I_{nT}\]
\[= 4(1 - \lambda) \lambda \sigma_u^2 I_{nT} + O (n^{-1}),\]

\[IV = (1 - \lambda)^2 E \left[uu'n (\alpha\alpha' \sigma_\alpha^{-2} / n - 1)^2\right]\]
\[= \sigma_u^2 (1 - \lambda)^2 nE (\alpha\alpha' \sigma_\alpha^{-2} / n - 1)^2 I_{nT}\]
\[= \sigma_u^2 (1 - \lambda)^2 (\gamma_{2\alpha} + 2) I_{nT},\]

\[V = 4(1 - \lambda) E \left[uu'u'D\alpha\sigma_\eta^{-2} (\alpha\alpha' \sigma_\alpha^{-2} / n - 1)\right]\]
\[= 4(1 - \lambda) \sigma_\alpha^{-2} \sigma_\eta^{-2} E (uu' \cdot u'D\alpha \cdot \alpha') / n = O(n^{-1}).\]

Hence

\[E (uu' f^2) = \sigma_u^2 [(1 - \lambda)^2 (\gamma_{2u} / T + \gamma_{2\alpha}) + 2T / (T - 1)] I_{nT},\]  \hspace{1cm} (3.35)
and (3.29) can be written as

\[ E(ww'f^2) = \sigma_u^2 \left[ (1 - \lambda)^2 (\gamma_{2u}/T + \gamma_{2\alpha}) + 2T/(T-1) \right] \left( \frac{1-\lambda}{\lambda} \bar{Q} + I_{nt} \right). \]

(3.36)

Next, let us consider \( E(f^*ww') \) in (3.26)

\[
E(f^*ww') = E(f^*uu') + DE(f^*\alpha u') + E(f^*u\alpha')D' + DE(f^*\alpha\alpha')D' \\
= I + II + III + IV,
\]

(3.37)

where

\[
I = E[(\epsilon^*_u + \epsilon^*_u + 2\epsilon^*_uu - \epsilon^*_u/(T-1) - k(T-2)/(T-1)) uu'] \\
= \sigma_u^2 \left[ \sigma^2_{\alpha} \sigma^{-2}_{\eta} kT - k(T-2)/(T-1) \right] + E[(\epsilon^*_u - \epsilon^*_u/(T-1)) uu'] \\
= \sigma_u^2 \gamma_{2u} \left[ (\lambda (I_{nt} \odot \bar{Q}X(X'\bar{Q}X)^{-1}X') + (I_{nt} \odot QX(X'QX)^{-1}X'/Q) / (T - 1) \right] + \sigma_u^2 [2(\lambda QX(X'QX)^{-1}X'Q - QX(X'QX)^{-1}X'/Q) / (T - 1)],
\]

\[
II = DE[2\epsilon^*_uu \cdot \alpha u'] \\
= 2DE \left[ \epsilon\alpha' D'X(X'\bar{Q}X)^{-1}X'\bar{Q}uu'\sigma^{-2}_{\eta} \right] \\
= 2(1-\lambda) \sigma^2_u \bar{Q}X(X'\bar{Q}X)^{-1}X'\bar{Q} = III,
\]
IV = DE \left[ (v_{\alpha}^* + \epsilon_u^* + 2v_{\alpha u}^* - v_u^* (T - 1) - k (T - 2) / (T - 1) ) \alpha \alpha' \right] D' \\
= DE \left[ v_{\alpha}^* \alpha \alpha' \right] D' + \sigma_{\alpha}^2 DD' (k \lambda - k / (T - 1) - k (T - 2) / (T - 1)) \\
= (1 - \lambda)^2 \lambda^{-1} \gamma_{2a} D \left( I_n \odot D'X(X'\bar{Q}X)^{-1}X'D \right) D' / T^2 \\
\quad + 2 (1 - \lambda)^2 \lambda^{-1} \sigma_{\alpha}^2 \bar{Q}X(X'\bar{Q}X)^{-1}X'\bar{Q}.

Thus

\[
E (f^*u w') = \sigma_{\alpha}^2 \left[ \gamma_{2a} (\lambda \left( I_n \odot \bar{Q}X(X'\bar{Q}X)^{-1}X'\bar{Q} \right) \\
\quad - (I_n \odot \bar{Q}X(X'\bar{Q}X)^{-1}X'Q) / (T - 1) \right] \\
\quad + \sigma_{\alpha}^2 \left[ (1 - \lambda)^2 \lambda^{-1} \gamma_{2a} D \left( I_n \odot D'X(X'\bar{Q}X)^{-1}X'D \right) D' \\
\quad - 2QX(X'\bar{Q}X)^{-1}X'Q / (T - 1) \right] \\
\quad + \sigma_{\alpha}^2 \left[ 2\lambda^{-1} \bar{Q}X(X'\bar{Q}X)^{-1}X'\bar{Q} \right]. \tag{3.38}
\]

Consider \( E (f_u w w') \) in (3.26)

\[
E (f_u w w') = E (f_u u w') + E (f_u u \alpha' ) D' + DE (f_u \alpha u') \\
\quad + DE (f_u \alpha \alpha') D' = I + II + III + IV \tag{3.39}
\]
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where

\begin{align*}
I &= E[(v_u - \lambda \epsilon_u) v_u \cdot uu'] \\
&= n \sigma_u^2 E[(Z_u'(Q/(n(T - 1)) - \lambda \bar{Q}/n) Z_u - (1 - \lambda)) \\
&\quad \cdot (Z'_u Q Z_u n^{-1}/(T - 1) - 1) Z'_u Z_u] \\
&= \sigma_u^2 [2/(T - 1) + \gamma_{2u} (1 - \lambda)/T] I_n T, \\
II &= E[(v_u - (1 - \lambda) v_\alpha - \lambda \epsilon_u - 2v_{\alpha u}) v_u \cdot u \alpha'] D' \\
&= E[-(1 - \lambda) v_\alpha v_u \cdot u \alpha'] D' + E(-2v_{\alpha u} v_u \cdot u \alpha') D' \\
&= -(1 - \lambda) E(v_u u) E(v_\alpha \alpha') D' - 2\sigma_\alpha^2 \sigma_\eta^{-2} E(v_u uu') DD'/\sqrt{n} \\
&= O(n^{-1}) = III, \\
IV &= DE[(v_u - (1 - \lambda) v_\alpha - \lambda \epsilon_u - 2v_{\alpha u}) v_u \alpha \alpha'] D' \\
&= \sigma_\alpha^2 DE[(v_u - \lambda \epsilon_u) v_u] D' - 2DE(v_{\alpha u} v_u \alpha \alpha') D' \\
&= \sigma_u^2 (1 - \lambda) \lambda^{-1}[\gamma_{2u} (1 - \lambda) T^{-1} + 2/(T - 1)] \bar{Q} + O(n^{-1}).
\end{align*}

Therefore

\begin{equation}
E(fv_u w w') = \sigma_u^2 \lambda^{-1}[\gamma_{2u} (1 - \lambda)/(T + 2/(T - 1)) (\bar{Q} + \lambda Q). \tag{3.40}
\end{equation}
Plugging (3.28), (3.36), (3.38), and (3.40) into (3.26) we have

\[
E \left( \xi_0 \xi'_{-1/2} \right) = \frac{\lambda}{n} A^{-1} X' \Omega E (ww'f) P_1' A^{-1}
\]
\[
= -\lambda \sigma_u^2 [\gamma_{2u} (1 - \lambda)^2 T^{-1} + \gamma_{2u} (1 - \lambda)^2 T^{-1} + 2T/(T-1)] \Delta / n
\]
\[
= E \left( \xi_{-1/2} \xi'_0 \right),
\]
\[
E(\xi_{-1/2} \xi'_{-1/2}) = \lambda^2 A^{-1} P_1 E (ww'f^2) P_1' A^{-1} / n
\]
\[
= \lambda^2 \sigma_u^2 \left[ (1 - \lambda)^2 (\gamma_{2u} T^{-1} + \gamma_{2u}) + 2T/(T-1) \right] \Delta / n,
\]
\[
E \left( \xi_0 \xi'_{-1} \right) = C + \frac{2\lambda \sigma_u^2 T}{n (T - 1)} \Delta,
\]
\[
E \left( \xi_{-1} \xi'_0 \right) = C' + \frac{2\lambda \sigma_u^2 T}{n (T - 1)} \Delta.
\]

Using these in (3.26) the MSE result in Theorem 2.1 follows. Q.E.D.

### 4 Numerical Results

In this section we provide a numerical study of the behavior of analytical Bias and MSE under non-normality. The data generating process is specified as follows

\[
y_{it} = x_{it} \tilde{\beta} + \alpha_i + u_{it}.
\]
$x_{it}$ are generated via the method of Nerlove (1971)

\begin{align*}
x_{it} &= 0.1t + 0.5x_{it-1} + w_{it}, \\
x_{i0} &= 10 + 5w_{i0}, \\
w_{it} &\sim U \left[ -\frac{1}{2}, \frac{1}{2} \right].
\end{align*}

We omit the constant term and consider the data generating process described in Corollary 2.2 and Corollary 2.3. For Corollary 2.2, we let $\beta = 0.5$. $u_{it} \sim \mathcal{IIN}(0, 0.36)$, which implies $\gamma_{1u} = \gamma_{2u} = 0$. $\alpha_i$ are generated by Johnson’s (1949) $S_u$ system, introducing non-normality to our data generating process. The non-normal $\alpha_i$ is generated by transforming a standard normal random variable $\varepsilon_i$

$$\alpha_i^* = \sinh \left( \frac{\varepsilon_i - \theta_1}{\theta_2} \right),$$

and letting $\alpha_i$ be the standardized version of $\alpha_i^*$ with zero mean and variance is one.

Different values of $(\theta_1, \theta_2)$ gives different values of the skewness and kurtosis of the random variable $\alpha_i^*$. Define $\omega = \exp(\theta_2^2)$ and $\psi = \theta_1/\theta_2$ and the four
moments of $\alpha_i$ are given by

\begin{align*}
E(\alpha_i^*) &= \mu_\alpha = -\omega^{1/2} \sinh(\psi), \\
E(\alpha_i^* - \mu_\alpha)^2 &= \frac{1}{2} (\omega - 1) [\omega \cosh(2\psi) + 1], \\
E(\alpha_i^* - \mu_\alpha)^3 &= -\frac{1}{4} \omega^{1/2} (\omega - 1)^2 [\omega (\omega + 2) \sinh(3\psi) + 3 \sinh(\psi)], \\
E(\alpha_i^* - \mu_\alpha)^4 &= \frac{1}{8} (\omega - 1)^2 [\omega^2 (\omega^4 + 2\omega^3 + 3\omega^2 - 3) \cosh(4\psi) \\
&\quad + 4\omega^2 (\omega + 2) \cosh(2\psi) + 3 (2\omega + 1)].
\end{align*}

From this we get skewness $\gamma_{1\alpha} = E(\alpha_i^* - \mu_\alpha)^3 / (E(\alpha_i^* - \mu_\alpha)^2)^{3/2}$ and excess kurtosis $\gamma_{2\alpha} = E(\alpha_i^* - \mu_\alpha)^4 / (E(\alpha_i^* - \mu_\alpha)^2)^2 - 3$. In Tables 4.1 to 4.3, $\theta_1$ is set to be 4 and $\theta_2 \in [1.5, 3]$. This combination of $\theta_1$ and $\theta_2$ gives a moderate interval for the variance of $\alpha_i^*$, from 0.5 to 45. For Corollary 2.3, we apply the same method to the generation of non-normal $u_{it}$, and let $\alpha_i \sim IIN(0, 4)$. In order to investigate the finite sample behavior of Bias and MSE, we let $n = 10$ and $T = 5$. We replicate the experiment 1000 times for each pair of $(\theta_1, \theta_2)$.

When only $\alpha$ is non-normal, we note that from Table 4.1 that the MSE changes with $\gamma_{2\alpha}$. Generally, for some large $\gamma_{2\alpha}$, approximate MSE is less than asymptotic MSE while for some small $\gamma_{2\alpha}$, approximate MSE is greater than asymptotic MSE. Thus the use of the asymptotic MSE, when the sample is small or mod-
erately large, will provide an under estimation or over estimation depending on the magnitude of $\gamma_{2u}$. Further the t-ratios for hypothesis testing, based on asymptotic MSE, may provide under or over rejection of the null hypothesis. When the sample is moderately large (Table 4.2) we get similar results, but the asymptotic MSE is the same as the approximate MSE up to 4 digits. However, for the cases when only $u_{it}$ is non-normal we see from Table 4.4 that the approximate MSE is greater than the asymptotic MSE for all values of $\gamma_{2u}$. Thus, in this case, the use of asymptotic MSE in practice, will generally provide underestimation of MSE and t-ratios may falsely reject the null hypothesis. For moderately large samples in Table 4.5, the approximate MSE is still greater than the asymptotic MSE, but they are the same up to 4 digits. Thus, when either alpha or u is non-normally distributed, we observe that while the use of the asymptotic MSE may provide under or over estimation of the MSE, the asymptotic MSE estimates the approximate MSE accurately since they are the same up to three or four digits, especially for moderately large samples.

In Remark 2.1, Bias is found to be a decreasing function of $\gamma_{1a}$ and an increasing function of $\gamma_{1u}$, which is consistent with the results seen in Tables 4.1-4.6. The monotonic relations between Bias and variances of the error components in Remark 2.2 are shown numerically in Tables 4.8-4.11, where in Tables 4.8-4.9 we
fix $\sigma_u$ and increase $\sigma_\alpha$ and in Tables 4.10-4.11 we fix $\sigma_\alpha$ and increase $\sigma_u$.

We also simulate the different $ns$ for the same $T$ and vice versa. The results presented here are for $T = 5$ with $n = 10, 50$ and for $n = 10$ with $T = 5, 50$. The results for other values of $n$ and $T$ are available from the authors upon request, and they give the similar conclusions. When $\alpha$ is non-normal, the maximum relative bias, $E (\hat{\beta} - \beta) / \beta$, decreases from 2.7% to 0.5% when $n$ changes from 10 to 50 with $T = 5$; and it decreases from 2.7% to 0.3% when $n = 10$ and $T$ changes from 5 to 50. When $u$ is non-normal, the maximum relative bias changes from 0.4% to 0.08% for the change of $n$ from 10 to 50 with $T = 5$; and from 0.4% to 0.004% for $n = 10$ when $T$ changing from 5 to 50. Thus the order of bias is not very significant, further, it is found that for a fixed $T$, e.g. $T = 5$, when $n$ is large enough, for example,50, the approximate bias is practically zero. These results are consistent with the results in Maddala and Mount (1973). For the MSE, when $\alpha$ is non-normal and $T$ is fixed at 5, the approximate MSE is equal to asymptotic MSE up to the third digit when $n = 10$, but up to the fourth digit when $n = 50$. For the case when $n$ is fixed at 10 and $T$ changes from 5 to 50, the two MSEs are the same up to three digits. Similar results hold for the case when $u$ is non-normally distributed.

Next we consider the DGPs with both error components are non-normally
distributed and have large variances in small sample. It is found in such cases the
relative bias can be large and asymptotic MSE may not be very accurate. Tables
4.12-4.14 give some examples. Most tables show that the approximate bias is not
negligible. The range of relative bias in Table 4.12 is [3%, 8.7%] and it increases
to [10%, 28%] in Table 4.14. The approximate and asymptotic MSEs can be
different even at the first digit, as shown in the first row of Table 4.14.

In Table 4.7, both $\alpha$ and $u$ are normal, where $u_{it} \sim IIN(0, 0.36)$ and $\alpha_i$ has
zero mean and changing variance. $\gamma_{1\alpha} = \gamma_{2\alpha} = \gamma_{1u} = \gamma_{2u} = 0$. In this case, the
approximate MSE is always larger than asymptotic MSE, and this is consistent
with the results in Corollaries 2.1 and Remark 2.3. However, the difference in the
approximate and asymptotic MSEs is the same up to 5 digits.

5 Conclusion

In this paper, we study the finite sample properties of the FGLS estimators in
random-effects model with non-normal errors. We derive the asymptotic expan-
sion of the Bias and MSE up to $O(n^{-1})$ and $O(n^{-2})$, respectively.

Firstly, the Bias depends only on skewness coefficient. Bias is zero for sym-
metric distributions or for distributions satisfying $\gamma_{1u}/\gamma_{1\alpha} = T\sigma_{\alpha}/\sigma_u$. We find
Bias is a nondecreasing function of $\gamma_{1u}$ and a non-increasing function of $\gamma_{1o}$ provided $X'\nu_{nT} \geq 0$. Under certain parameter restrictions, Bias is also found to be monotonic functions of variances of the error components.

Secondly, the MSE depends only on the kurtosis coefficient. The approximate MSE can be greater or smaller than asymptotic MSE. The statistical inference based on using the asymptotic MSE can be quite accurate when variances of the error components are small since it is the same as the approximate MSE, under the normality as well as a non-normal distribution considered, up to three or four digits, especially for moderately large samples. However, when those variances are large, asymptotic results can give inaccurate results.
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Appendix

The following results have been repeatedly used in the derivation in Section 3:

Let $G_1$ and $G_2$ be two $nT \times nT$ idempotent matrices with nonstochastic elements such that

\[
\begin{align*}
tr(G_1) &= ng_1, \\
tr(G_2) &= ng_2, \\
tr(G_{12}) &= ng_{12}.
\end{align*}
\]

Assuming $G_1$ and $G_2$ to be symmetric matrices and $Z$ to be an $nT \times 1$ random vector whose elements are i.i.d. with the first four moments given as\(^1\)

\[
Ez_j = 0, Ez_j^2 = 1, Ez_j^3 = \gamma_{1z}, Ez_j^4 = \gamma_{2z} + 3, \quad j = 1, \ldots, nT
\]

Then we have

\(^1\)If $Z = Z_\alpha$, the dimension changes to $n$, which implies $T = 1$ in the following results.
Further, if the diagonal elements of $G_1$ are equal and those of $G_2$ are also equal, we have

\begin{align}
E(Z'G_1Z) &= \gamma_{1z}(I_{nT} \odot G_1)_{nT} \quad \text{(A.1)} \\
E(Z'G_1Z'Z) &= \gamma_{2z}(I_{nT} \odot G_1) + tr(G_1) + 2G_1 \quad \text{(A.2)}
\end{align}

Notice that results (A.1) to (A.4) are exact while the result (A.5) is given up to order $O(n^{-1})$ only as it suffices for the present purpose.
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Table 4.1

\[
\begin{array}{cccccc}
\theta_2 & \gamma_{1\alpha} & \gamma_{2\alpha} & \text{Approx Bias} & \text{Asym Bias} & \text{Approx MSE} & \text{Asym MSE} \\
1.5 & -2.65 & 14.65 & 0.013656 & 0 & 0.002601 & 0.002902 \\
2.0 & -1.70 & 5.64 & 0.008769 & 0 & 0.002848 & 0.002902 \\
2.5 & -1.23 & 2.93 & 0.006350 & 0 & 0.002921 & 0.002902 \\
3.0 & -0.94 & 1.74 & 0.004853 & 0 & 0.002954 & 0.002902 \\
\end{array}
\]

\( \alpha \) is non-normal and \( u \) is normal, \( \sigma_\alpha=1, \sigma_u=0.6 \)
Table 4.2

\( n = 50, \ T = 5 \) \( \alpha \) is non-normal and \( u \) is normal \( \sigma_\alpha = 1, \sigma_u = 0.6 \)

<table>
<thead>
<tr>
<th>( \theta_2 )</th>
<th>( \gamma_{1\alpha} )</th>
<th>( \gamma_{2\alpha} )</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>0.002661</td>
<td>0</td>
<td>0.000580</td>
<td>0.000594</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>0.001709</td>
<td>0</td>
<td>0.000591</td>
<td>0.000594</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>0.001237</td>
<td>0</td>
<td>0.000594</td>
<td>0.000594</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>0.000946</td>
<td>0</td>
<td>0.000596</td>
<td>0.000594</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>$\gamma_{1\alpha}$</td>
<td>$\gamma_{2\alpha}$</td>
<td>Approx Bias</td>
<td>Asym Bias</td>
<td>Approx MSE</td>
<td>Asym MSE</td>
</tr>
<tr>
<td>-----------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-------------</td>
<td>-----------</td>
<td>------------</td>
<td>---------</td>
</tr>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>0.001297</td>
<td>0</td>
<td>0.000098</td>
<td>0.000100</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>0.000833</td>
<td>0</td>
<td>0.000099</td>
<td>0.000100</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>0.000603</td>
<td>0</td>
<td>0.000100</td>
<td>0.000100</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>0.000461</td>
<td>0</td>
<td>0.000100</td>
<td>0.000100</td>
</tr>
</tbody>
</table>

Table 4.3

$n = 10$, $T = 50$  
$\alpha$ is non-normal and $u$ is normal  
$\sigma_\alpha = 1$, $\sigma_u = 0.6$
### Table 4.4

\( n = 10, \ T = 5 \)  \( \alpha \) is normal and \( u \) is non-normal  \( \sigma_\alpha=2, \ \sigma_u=1 \)

<table>
<thead>
<tr>
<th>( \theta_2 )</th>
<th>( \gamma_{1u} )</th>
<th>( \gamma_{2u} )</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>-0.001906</td>
<td>0</td>
<td>0.007143</td>
<td>0.007135</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>-0.001224</td>
<td>0</td>
<td>0.007243</td>
<td>0.007135</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>-0.000886</td>
<td>0</td>
<td>0.007273</td>
<td>0.007135</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>-0.000677</td>
<td>0</td>
<td>0.007287</td>
<td>0.007135</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>$\gamma_{1u}$</td>
<td>$\gamma_{2u}$</td>
<td>Approx Bias</td>
<td>Asym Bias</td>
<td>Approx MSE</td>
<td>Asym MSE</td>
</tr>
<tr>
<td>----------</td>
<td>--------------</td>
<td>--------------</td>
<td>-------------</td>
<td>-----------</td>
<td>------------</td>
<td>---------</td>
</tr>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>-0.000397</td>
<td>0</td>
<td>0.001553</td>
<td>0.001553</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>-0.000255</td>
<td>0</td>
<td>0.001558</td>
<td>0.001553</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>-0.000185</td>
<td>0</td>
<td>0.001559</td>
<td>0.001553</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>-0.000141</td>
<td>0</td>
<td>0.001560</td>
<td>0.001553</td>
</tr>
</tbody>
</table>

Table 4.5

$n = 50$, $T = 5$  
$\alpha$ is normal and $u$ is non-normal  
$\sigma_\alpha = 2$, $\sigma_u = 1$
### Table 4.6

\( n = 10, \ T = 50 \) \quad \alpha \text{ is normal and } u \text{ is non-normal} \quad \sigma_\alpha = 2, \ \sigma_u = 1

<table>
<thead>
<tr>
<th>\theta_2</th>
<th>\gamma_{1u}</th>
<th>\gamma_{2u}</th>
<th>\text{Approx Bias}</th>
<th>\text{Asym Bias}</th>
<th>\text{Approx MSE}</th>
<th>\text{Asym MSE}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>-0.000018</td>
<td>0</td>
<td>0.000281</td>
<td>0.000281</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>-0.000012</td>
<td>0</td>
<td>0.000282</td>
<td>0.000281</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>-0.000009</td>
<td>0</td>
<td>0.000282</td>
<td>0.000281</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>-0.000007</td>
<td>0</td>
<td>0.000282</td>
<td>0.000281</td>
</tr>
</tbody>
</table>
Table 4.7

\( n = 10, T = 5 \) Both \( a \) and \( u \) are normal \( \sigma_u = 0.6 \)

<table>
<thead>
<tr>
<th>( \sigma_u )</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.002612</td>
<td>0.002535</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0.002936</td>
<td>0.002931</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0.002948</td>
<td>0.002947</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0.002950</td>
<td>0.002950</td>
</tr>
</tbody>
</table>
### Table 4.8

n = 10, T = 5  \( \alpha \) is normal and u is non-normal  \( \sigma_\alpha=0.5, \sigma_u=2, \lambda=0.76 \)

<table>
<thead>
<tr>
<th>( \theta_2 )</th>
<th>( \gamma_{1\alpha} )</th>
<th>( \gamma_{2\alpha} )</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>0.002723</td>
<td>0</td>
<td>0.012439</td>
<td>0.011967</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>0.001748</td>
<td>0</td>
<td>0.012542</td>
<td>0.011967</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>0.001266</td>
<td>0</td>
<td>0.012573</td>
<td>0.011967</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>0.000968</td>
<td>0</td>
<td>0.012587</td>
<td>0.011967</td>
</tr>
</tbody>
</table>
Table 4.9

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\gamma_{1\alpha}$</th>
<th>$\gamma_{2\alpha}$</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>0.029105</td>
<td>0</td>
<td>0.019418</td>
<td>0.021358</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>0.018689</td>
<td>0</td>
<td>0.021402</td>
<td>0.021358</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>0.013533</td>
<td>0</td>
<td>0.021998</td>
<td>0.021358</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>0.010343</td>
<td>0</td>
<td>0.022260</td>
<td>0.021358</td>
</tr>
</tbody>
</table>

$n=10$, $T=5$  
$\alpha$ is non-normal and $u$ is normal  
$\sigma_\alpha=1.5$, $\sigma_u=2$, $\lambda=0.26$
<table>
<thead>
<tr>
<th>$\theta_2$</th>
<th>$\gamma_{1u}$</th>
<th>$\gamma_{2u}$</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>-0.007749</td>
<td>0</td>
<td>0.298761</td>
<td>0.282281</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>-0.004976</td>
<td>0</td>
<td>0.297935</td>
<td>0.282281</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>-0.003603</td>
<td>0</td>
<td>0.297687</td>
<td>0.282281</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>-0.002754</td>
<td>0</td>
<td>0.297578</td>
<td>0.282281</td>
</tr>
</tbody>
</table>

$n = 10$, $T = 5$  
$\alpha$ is normal and $u$ is non-normal  
$\sigma_\alpha = 2$, $\sigma_u = 10$, $\lambda = 0.83$
<table>
<thead>
<tr>
<th>$\theta_2$</th>
<th>$\gamma_{1u}$</th>
<th>$\gamma_{2u}$</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>-0.004111</td>
<td>0</td>
<td>0.994565</td>
<td>0.939214</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>-0.002640</td>
<td>0</td>
<td>0.990324</td>
<td>0.939214</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>-0.001912</td>
<td>0</td>
<td>0.989049</td>
<td>0.939214</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>-0.001461</td>
<td>0</td>
<td>0.988490</td>
<td>0.939214</td>
</tr>
</tbody>
</table>

**Table 4.11**

$n = 10, \ T = 5$  \quad \alpha$ is normal and $u$ is non-normal  \quad $\sigma_\alpha = 2, \ \sigma_u = 20, \ \lambda = 0.95$
<table>
<thead>
<tr>
<th>$\theta_2$</th>
<th>$\gamma_{1u}$</th>
<th>$\gamma_{2u}$</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>0.043545</td>
<td>0</td>
<td>0.349311</td>
<td>0.365864</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>0.027961</td>
<td>0</td>
<td>0.373554</td>
<td>0.365864</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>0.020247</td>
<td>0</td>
<td>0.380839</td>
<td>0.365864</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>0.015474</td>
<td>0</td>
<td>0.384039</td>
<td>0.365864</td>
</tr>
</tbody>
</table>

Table 4.12

$n = 10, T = 5$  
Both $\alpha$ and $u$ are non-normal  
$\sigma_\alpha = 5, \sigma_u = 10$
<table>
<thead>
<tr>
<th>$\theta_2$</th>
<th>$\gamma_{1u}$</th>
<th>$\gamma_{2u}$</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>0.081264</td>
<td>0</td>
<td>0.152518</td>
<td>0.168328</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>0.052182</td>
<td>0</td>
<td>0.164591</td>
<td>0.168328</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>0.037786</td>
<td>0</td>
<td>0.168220</td>
<td>0.168328</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>0.028878</td>
<td>0</td>
<td>0.169814</td>
<td>0.168328</td>
</tr>
</tbody>
</table>

Table 4.13

$n = 10, T = 5$ Both \(a\) and \(u\) are non-normal \(\sigma_a=10, \sigma_u=5\)
<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>Approx Bias</th>
<th>Asym Bias</th>
<th>Approx MSE</th>
<th>Asym MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>-2.65</td>
<td>14.65</td>
<td>0.0141105</td>
<td>0.090608</td>
<td>0.457876</td>
<td>0.537747</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.70</td>
<td>5.64</td>
<td>0.0090608</td>
<td>0.090608</td>
<td>0.523752</td>
<td>0.537747</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.23</td>
<td>2.93</td>
<td>0.0065611</td>
<td>0.090608</td>
<td>0.543550</td>
<td>0.537747</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.94</td>
<td>1.74</td>
<td>0.0050143</td>
<td>0.090608</td>
<td>0.552245</td>
<td>0.537747</td>
</tr>
</tbody>
</table>

Table 4.14
$n = 10, T = 5$, Both $\alpha$ and $u$ are non-normal, $\sigma_\alpha = 10, \sigma_u = 10$